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[1] Since the work of Kanamori and Given (1981), it has
been recognized that shallow, pure dip‐slip earthquakes
excite long‐period surface waves such that it is difficult to
independently constrain the moment (M0) and the dip (d) of
the source mechanism, with only the product M0 sin(2d)
being well constrained. Because of this, it is often assumed
that the primary discrepancies between the moments of
shallow, thrust earthquakes are due to this moment‐dip
tradeoff. In this work, we quantify how severe this moment‐
dip tradeoff is depending on the depth of the earthquake, the
station distribution, the closeness of the mechanism to pure
dip‐slip, and the quality of the data. We find that both long‐
period Rayleigh and Love wave modes have moment‐dip
resolving power even for shallow events, especially when
stations are close to certain azimuths with respect to mechanism
strike and when source depth is well determined. We apply
these results to USGS W phase inversions of the recent M9.0
Tohoku, Japan earthquake and estimate the likely uncertain-
ties in dip and moment associated with the moment‐ dip
tradeoff. After discussing some of the important sources of
moment and dip error, we suggest twomethods for potentially
improving this uncertainty. Citation: Tsai, V. C., G. P. Hayes,
and Z. Duputel (2011), Constraints on the long‐period moment‐dip
tradeoff for the Tohoku earthquake, Geophys. Res. Lett., 38,
L00G17, doi:10.1029/2011GL049129.

1. Introduction

[2] Amongst the various earthquake source parameters,
seismic moment M0 (or moment magnitude Mw) is perhaps
the parameter that is most utilized. However, for large
earthquakes, short‐period data become saturated and are
therefore of limited use in determining total seismic moment.
Long‐period seismic waves therefore provide the best seis-
mic constraints. Unfortunately, ever since the work of
Kanamori and Given [1981], it has been recognized that, for
shallow dip‐slip earthquakes, these long‐period data have
poor sensitivity to M0 as well as fault dip, d, with only the
product M0 sin 2d being well constrained. Despite this rec-
ognition, though, the moment‐dip tradeoff has remained
poorly quantified such that it is often unclear how large of an
error it can represent. For example, the problem has been

referred to numerous times but typically without quantifica-
tion of how large related error is expected to be [e.g.,
Abercrombie et al., 2001; Kagan, 2003; Tsai et al., 2005;
Kanamori, 2006; Konca et al., 2007; Hjorleifsdottir and
Ekström, 2010; Hayes et al., 2011]. This motivates the cur-
rent work; here we quantify the severity of the moment‐dip
tradeoff and how it depends on various key parameters. In the
following sections, we first provide a summary of the normal‐
mode theory necessary to understand the problem as well as a
succinct restatement of the moment‐dip tradeoff (section 2).
Next, we examine the importance of source‐station azimuth,
station distribution in general, and source depth for moment‐
dip errors (section 3). Finally, we suggest two methods that
may help reduce these errors (section 4). Throughout this
work, we use the USGS W phase inversion of the recent
11March 2011Mw = 9.0 Tohoku, Japan earthquake [Duputel
et al., 2011; Hayes et al., 2011] as an important example of
how our results can be applied.

2. Normal Mode Theory and Restatement
of the Moment‐Dip Tradeoff

[3] Within the context of standard normal mode theory,
all displacement components can be expressed as
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where ui
j is the displacement of mode j (either spheroidal,

j = S, or toroidal, j = T) in the i direction (i = r, � or � for
spheroidal, i = � or � for toroidal), Ki

j are source excitation
kernels (to be defined), and y ij are the normal mode radial
eigenfunctions, e.g., as defined by Alterman et al. [1959],
Ben‐Menahem et al. [1970], Kanamori and Stewart [1976],
and Kanamori and Given [1981]. (For example, yrj ≡ y1 as
defined by Alterman et al. [1959] for the appropriate mode.)
Here, Ki

j is assumed to be for a pure double couple source
with scalar moment M0, depth ds ≡ r� − rs, and fault
parameters �s (strike), d (fault dip), and l (rake). The coor-
dinate system is assumed to be centered at the source, where
� is the angular distance from the source.
[4] Following Kanamori and Cipar [1974] and Kanamori

and Stewart [1976], the excitation kernels can be written as
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where �′ ≡ � − �s, and Pl
m(�) are associated Legendre func-

tions. K̂ i(rs) are scaled versions of y iS and L̂i(rs) are scaled
versions of y iT, where Ki ≡ y iS(r) K̂ i(rs) and Li ≡ y iT(r)L̂i(rs)
are as defined by Kanamori and Stewart [1976]. These
definitions are such that K̂ i and L̂i with odd subscripts are
proportional to stress radial eigenfunctions whereas those
with even subscripts contain dependencies on at least one
displacement eigenfunction (K̂0 also has a dependence on
one of the stress eigenfunctions).
[5] For pure dip‐slip events, l = p/2 so that, for example,

equation (2a) simplifies to
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and similarly, equations (2b)–(2e) would simplify to
equations (3b)–(3e), respectively [not shown; henceforth, any
mention of equation (3) refers to all five: (3a)–(3e)]. The basic
moment‐dip tradeoff for shallow dip‐slip events can be
understood by realizing that stress eigenfunctions must
approach zero as ds → 0 (to satisfy stress free boundary
conditions). This implies that limds→0 K̂odd /K̂even → 0 and
limds→0 L̂odd /L̂even → 0 so that, in this case, all Ki

j in
equation (3) are seen to be proportional to M0 sin 2d, with
no other dependence on d (e.g., no dependence on cos 2d).
For this reason, it is sometimes stated that shallow dip‐slip
earthquakes can only resolve the product M0 sin 2d, and not
M0 and d independently [Kanamori and Given, 1981].

3. Sensitivity to the Moment‐Dip Tradeoff

[6] Given that all earthquakes occur at non‐zero depth,
K̂odd /K̂even ≠ 0 and L̂odd /L̂even ≠ 0, implying that even
somewhat shallow events have non‐negligible indepen-
dent constraints on moment and dip. Especially with the
improvement of modern seismic recordings, this fact suggests
that it may be timely to reconsider the implications of the

moment‐dip tradeoff. In particular, in this work, we quantify
the severity of the tradeoff to examine how it depends on a
few key parameters, such as the average amplitude error and
depth error. We apply these results to W phase inversions
of the recent 11 March 2011 (M9.0) Tohoku earthquake to
estimate likely errors.

3.1. Raw Modal Sensitivity to Azimuth

[7] For pure dip‐slip (l = 90°) events, all sensitivities have
similar dependencies on source‐station azimuth (�′ ≡ � − �s),
with the As ≡M0 sin 2d and Ac ≡M0 cos 2d terms ofKi

j either
proportional to C0 + C2 cos 2�′ and C1 sin �′, respectively (for
Kr

S,K�
S, andK�

T), or proportional to C4 sin 2�′ and C3 cos 2�′,
respectively (for K�

S and K�
T), where Ci are constants for a

given mode, source depth and source‐station distance. For
example, for Kr

S, equation (3a) shows that C0 = K̂0Pl
0/2, C1 =

−K̂1Pl
1 and C2 = −K̂2Pl

2/2. Since K̂odd /K̂even and L̂odd /L̂even
are small for shallow sources, Codd /Ceven can also be small,
leading to decreased sensitivity to the M0 cos 2d term.
[8] In many cases, one has abundant data to constrain all

source parameters, and it is only important that one has a good
enough station distribution and mode sampling (broad
enough frequency bandwidth) to solve the inverse problem.
The uncertainties inherent in this inverse problem will be
discussed in later sections. However, it is sometimes useful to
use a small set of modal data from a limited number of high‐
quality stations to independently constrain M0 and d [e.g.,
Park et al., 2005]. In this case, even with only two inde-
pendent observations at favorable azimuths, one can, in the-
ory, uniquely determineM0 and d (if other source parameters
are known), and the resolution is directly related to the
source‐station azimuths. If the Ac term is the more difficult to
resolve (given its smaller amplitude for a shallow source) and
hence contributes most to the uncertainty, then stations
located near the maxima of the Ac terms while simultaneously
being near the zeros of the As terms will have the best relative
resolving power for the moment‐dip ambiguity. Kr

S and K�
S

will always have sensitivity to the As term due to the non‐zero
C0 term (at least for relatively long‐period waves), but K�

S,
K�

T andK�
T have azimuths for which the As coefficient is zero

and the Ac coefficient is non‐zero. These special azimuths are
�′ = 0° and 180° forK�

S andK�
T and�′ = ±45° and 135° forK�

T,
where �′ is azimuth with respect to the strike of the rupture
source. For these azimuths, normal‐mode amplitudes are
sensitive only toM0 cos 2d. Of course, in order to knowwhich
azimuths � correspond to �′, one must have prior knowledge
of �s (or determine it jointly). One may also note that K�

S

(spheroidal mode contribution to transversely polarized
waves) is expected to be smaller than K�

S for all but the
lowest‐order (low l) modes due to the dependence on deri-
vatives of Pl

m.

3.2. Amplitude to Moment/Dip Error (for W Phase)

[9] Each modal sensitivity Ki
j depends on source‐station

azimuth as described in section 3.1 and depends on source‐
station distance through its dependence on Pl

m. The total
sensitivity of a particular phase can then be determined by
summing the individual modal contributions to the total
displacement of the phase. Here, we useW phase [Kanamori,
1993; Kanamori and Rivera, 2008; Duputel et al., 2011]
observations of the recent 11 March 2011 Tohoku, Japan
earthquake as an important example of long‐period obser-
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vations for which the concepts addressed can be applied. We
note that W phase can be thought of as a superposition of
higher‐order Rayleigh waves with a group velocity slightly
slower than the P wave, or alternatively as a superposition
of long‐period P, PP, SP, PS, etc. body waves.
[10] We perform a synthetic normal‐mode summation for

the USGS W phase mechanism (ds ≈ 24 km, d ≈ 14°) and
consider a (200 s–1000 s) bandpassed W phase window (that
immediately follows the P wave but arrives distinctly before
themain S‐wave arrival). From these data, we obtainWphase
amplitudes that agree well with the azimuthal variability
expected of equation (3) and discussed in section 3.1.
Moreover, the variability with distance is also as expected for
a superposition of a few higher‐order Rayleigh waves. To
provide an idea of the relative sensitivities to the Ac term, in
Figure 1 we plot the vertical‐component (LHZ) best‐fitting
amplitudes of the sin �′ term divided by the total LHZ
amplitude. This amplitude ratio provides the relative sensi-
tivity of vertical‐component W phase amplitudes to the Ac

term compared with the total sensitivity. As shown, this ratio
is typically of order ≈ ±0.2 within the main W phase window
(distances of 15° to 90°), showing the generally weaker
sensitivity to Ac for shallow subduction earthquakes, but is
occasionally quite large (up to ±0.5, e.g., at a distance of 52°).
[11] To quantify the sensitivity of the USGS W phase

solution toM0 and d, we compare theW phase amplitude data
with W phase synthetic data at each station. The data show
that the averagemaximumWphase amplitudes is 2.6mm and
comparison to synthetics shows an average standard devia-
tion of 0.50 mm (using only components selected in the
original W phase solution). Taking these statistics as repre-
sentative, and performing ten thousand independent realiza-
tions using amplitudes with these statistical properties, we
estimate a standard deviation of "As = 3.02% for the As ≡ M0

sin 2d amplitude and a standard deviation of "Ac = 11.5% for
the Ac ≡ M0 cos 2d amplitude. Since M0 and d can be solved
for in terms of these two amplitudes as M0 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
s þ A2

c

p
and

2d = tan−1(As /Ac), we can then solve for deviations in M0

and d, as
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where it is assumed that d0 � 1 to simplify equation (4).
Uncertainties can similarly be calculated and this results in a
standard deviation for M0 of 9.0% and a standard deviation
for d of 11.9%. Pure amplitude errors therefore account for
0.037 magnitude units of (one‐sigma) uncertainty and 1.7° of
dip uncertainty in the USGSW phase solution for the Tohoku
earthquake.

3.3. Depth to Moment/Dip Error

[12] In addition to the effect of pure amplitude errors, errors
in source depth will cause significant, non‐random uncer-
tainties in M0 and d. Considering only shallow events (ds ≤
40 km), the sensitivity function ratios K̂odd /K̂even and
L̂odd /L̂even can be approximated as linear with depth. (This
neglects any sharp boundaries in elastic structure, which
cause jumps in the sensitivity functions.) With this approxi-
mation, we can describe the error due to an incorrect depth by

D dsM0 cos 2�½ � ¼ 0 and D M0 sin 2�½ � ¼ 0 ð5Þ

where D[·] denotes the variation in [·]. Equation (5) can be
solved algebraically for DM and Dd for a given Dds. When
d0 � 1, this expression simplifies to

DM

M0
� �D�

�0
� � cos2 2�0 �Dds

ds0
ð6Þ

where the small‐angle approximation cos x ≈ 1 − x2/2 has
been used. As one example, if the true depth were 30 km and
the model depth were 25 km (Dds = −5 km), then equation (6)
would imply that the moment is over‐estimated by about 13%
and the dip is under‐estimated by the same amount (using d0
of 14°). Similarly, if the model depth were 35 km compared
with a true depth of 30 km, moment would be under‐
estimated by about 13% and the dip would be over‐
estimated by the same amount. This moment‐dip‐depth bias
can explain some features of synthetic tests we have per-
formed (see Figure 2) in which we fix the W phase solution
at different depths within the upper and lower crust of PREM
[Dziewonski and Anderson, 1981]. In these tests, the first‐
order differences in moment and dip within a given PREM
layer are explained well by equation (5). However, crossing
PREM interfaces (which are ignored in equation (5)) results
in more complex variations for which the simple approxi-
mation discussed above does not hold (see Figure 2).
[13] When independent constraints on depth are not avail-

able, these moment‐dip‐depth errors depend on the depth
sensitivities inherent in equation (2). Unfortunately, inver-
sions based on long‐period modes have poor sensitivity to
depth for shallow earthquakes [e.g.,Dahlen, 1993]. This poor
sensitivity results from the fact that for such events, K̂even

and L̂even have relatively small variations with depth [e.g.,
Ben‐Menahem et al., 1970] and therefore most of the sensi-
tivity to source depth is through the product dsM0 cos 2d term
described in equation (5). We note that the K̂even and L̂even

Figure 1. Acos2d /A for W phase LHZ Amplitudes as a func-
tion of �′ and �. The station distribution relative to the
Tohoku, Japan earthquake location and strike are plotted as
yellow crosses.
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terms do have non‐negligible sensitivity to ds, so that ds does
not completely trade off with M0 cos 2d.

4. Reducing the Moment‐Dip Ambiguity

[14] Given the importance of good constraints on seismic
moment and source dip, it is of interest whether there may
exist methods to reduce the errors discussed in previous
sections. Here, we provide preliminary analyses of two ways
in which improved data processingmay help reduce the errors
discussed in section 3.2 and section 3.3, respectively.

4.1. Reducing Amplitude Errors

[15] We first discuss whether it is possible to reduce the
average amplitude errors (DAs and DAc) discussed in
section 3.2. If each amplitude measurement is independent
of all others and errors are uncorrelated with constant vari-
ance, it can be proven that standard regression provides an
unbiased estimate of the model parameters [e.g., Fox, 1997],
which, in this case, are the amplitudes As and Ac. However,
if there are significant modeling errors that result in spatially
correlated errors, then improvements can theoretically be
made. Such model errors are likely in abundance for typical
long‐period inversion schemes like the W phase method.
For example, PREM [Dziewonski and Anderson, 1981] and
other 1D velocity models are widely used as models for the
normal mode summations [e.g., Kanamori and Rivera,
2008] despite the fact that 3D structure is known to signif-
icantly modify the waveforms. These deficiencies result in

spatially correlated errors at a variety of wavelengths related
to the length scales of the dominant structures affecting the
waveforms, and are observed in W phase inversions. To
account for these spatially correlated errors, it would be
advantageous to down‐weight not only data from regions
with highly correlated data, but to also down‐weight data
from regions that are not expected to contribute significantly
to resolving the desired parameters. To account for these
two ideas, we suggest (1) weighting data to simulate evenly
spaced station coverage, and (2) further weighting data to
favor stations with larger expected Ac and As amplitudes.
[16] In this work, we provide preliminary synthetic analysis

that suggests both of these weighting schemes can be useful.
Again using a moment tensor solution that resembles the
USGS W phase Tohoku earthquake solution, we build a
synthetic dataset produced from standard normal‐mode
synthetics but with perturbations added to the W phase
amplitudes in a spatially correlated fashion. We then invert
this synthetic dataset using 3 different weighting schemes (i),
(ii), and (iii). In (i), all stations are equally weighted (the
traditional method); in (ii), stations are weighted inversely to
the density of stations within a set of 40 Gaussians evenly
spaced in azimuth and source‐station distance; in (iii), sta-
tions are also weighted inversely to the density of stations but
have an additional weighting factor proportional to total W
phase amplitude. Scheme (ii) is therefore expected to account
for (1), whereas scheme (iii) should account for both (1)
and (2). Schemes (ii) and (iii) require an a priori estimate of
location, and scheme (iii) also requires an estimate of the focal
mechanism; in these tests, we use scheme (i) to provide this
information and an iterative approach could potentially be
used. W phase inversion results (represented as a best‐fitting
double couple) using (i), (ii) and (iii) are given in Table 1 and
are compared with the ‘true’ synthetic values. As shown,
(ii) produces an improvement in all fault source parameters
compared with (i), and thus clearly demonstrates the potential
usefulness of weighting towards a more uniform station
coverage. Comparing (ii) and (iii), we observe that (iii)
improves upon M0 (and probably also d at an undetectable
level) but at the cost of larger errors in � and l. It is currently
unclear whether this behavior is general or not, but it at least
suggests that improved sensitivity to M0 could be gained at
the cost of decreased sensitivity to other parameters. Sub-
stantially more testing must be done to determine optimal
weights.

4.2. Reducing Depth Errors

[17] The second question we discuss is whether depth
errors can be reduced. In the absence of any independent

Table 1. Best‐Fitting Double Couple Inversion Results for
Synthetic Dataseta

M0 d(°) �(°) l(°)

Input (“truth”) 5.5076 9.4 193.6 81.1
Scheme (i) 5.2120 8.9 202.1 87.0
Scheme (ii) 5.2291 9.2 198.0 86.7
Scheme (iii) 5.2484 9.2 198.6 87.4

aThe first line (“Input”) shows the true input synthetic values. Scheme (i)
uses uniform station weighting; scheme (ii) uses weights inversely
proportional to station density; scheme (iii) uses weights as in (ii) but
which are also weakly weighted towards higher expected W‐phase
amplitudes.

Figure 2. Moment‐dip‐depth bias for the Tohoku USGSW
phase solution for depths within the upper crust (ds ≤ 15 km)
and lower crust (15 ≤ ds ≤ 24.5 km) of PREM. The eight dif-
ferent solutions considered use the same data but use depths
fixed to different values between 9 and 24 km. As shown,
the resolved dips (blue crosses) and moments (red circles)
are significantly affected by the choice of fixed depth, and
most of this variability within a given layer of PREM is as
predicted by equation (5) (black lines). We note that the
misfits of all solutions shown are quite similar (with the
best‐fit solution at 23.5 km, shaded in gray, having a misfit
differing by less than 5% from that of the worst‐fit solution at
9.5 km).
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depth constraints, it would be useful to have better depth
resolution than is possible by using the long‐period data
alone. Here, we suggest one possible approach to improving
this resolution by utilizing a priori knowledge of the slab
geometry for subduction zone earthquakes. Using the USGS
Slab1.0 3D subduction geometry model [Hayes et al., 2009],
or other regional models [e.g., Hashimoto et al., 2004], we
can derive a robust estimate of nucleation depth for subduc-
tion interface events based on the preliminary epicenter of the
earthquake. Similarly, the variation of slab geometry in the
model over the source region surrounding the hypocenter
informs us of the expected range in centroid depth, and thus
allows us to constrain depth estimates to narrower bounds
than would otherwise be possible.
[18] We test this methodology for the Tohoku earthquake

by inverting for the W phase CMT solution at a selection of
fixed locations along the slab surface, in a direction perpen-

dicular to the strike of the slab at the PDE epicenter, and a
spacing of 10 km horizontally (the approximate resolution of
W phase Green’s functions). At each location, we examine
the goodness of fit of the inversion, as measured by RMS
misfit criteria, as well as how well the inversion recovers the
actual parameters of the slab at that location (see Figure 3).
Our preferred solution, marked in maroon on Figure 3, has
both the smallest RMS misfit and closest best‐fitting double
couple dip when compared to the inferred slab interface.
Furthermore, this solution matches the depth of the published
USGS W phase solution, is similar to the depth of the gCMT
[Dziewonski et al., 1981; Ekström et al., 2005] solution
(20 km), and also corresponds well to the preferred solution
from Figure 2. The result matches what we know about the
predominantly up‐dip rupture of this earthquake [e.g.,Hayes,
2011], with the added benefit that it inherently matches tec-
tonic models of the region. Finally, we note that for an
average slab‐interface dip of 14°, a horizontal location error
of 20 km would correspond to a depth error of only 5.0 km.
On the other hand, the unconstrained long‐period solutions
span a wide range of depths (≈15–40 km) for which the RMS
misfit is relatively close to the minimum RMS misfit, and
therefore which satisfactorily fit the data. Use of the a priori
slab interface estimate therefore helps to reduce the range of
likely depths, which then allows for a more robust constraint
on moment and dip.

5. Conclusions

[19] We have discussed and quantified the moment‐dip
tradeoff inherent in earthquake CMT inversions, and have
shown that it depends on a number of key parameters. For
example, the severity of the tradeoff depends significantly on
station distribution. Observations at several key azimuths
with respect to source strike aremost sensitive to this tradeoff,
and we show preliminary results that suggest weighting data
based on even azimuthal distribution can improve inversion
results. The tradeoff also depends on uncertainties in modeled
phase amplitudes; for the USGS W phase solution of the
Tohoku earthquake, this can account for errors of ≈ ±0.04 in
magnitude, and ≈ ±2° in dip. Our results suggest that these
uncertainties can also be reduced byweighting data according
to the azimuths of optimal expected amplitudes, though more
work is needed to fully quantify the improvements offered
by such a scheme, and the optimal weights required. The
moment‐dip tradeoff also shows significant sensitivity to
source depth, for which ±5 km uncertainties can account for
errors of ≈ ±13% in both moment and dip in the USGS W
phase solution for the Tohoku earthquake. Such errors can
be reduced, however, by incorporating a priori information
from models such as the USGS Slab1.0 subduction interface
compilation, for subduction zone earthquakes.
[20] By constraining the W phase inversion for the Tohoku

earthquake to the Pacific slab interface model, we derive
results that are consistent with other CMT inversions for this
event, consistent with analyses of the earthquake using finite
fault inversion techniques and, perhaps more importantly,
that inherently match the regional tectonic framework.
Ultimately, our preferred solution (Figure 3) has a moment
of 4.2 × 1029 dyne‐cm (Mw 9.02), and a dip of 12°. We
also performed a double‐couple inversion while fixing the
strike to be 195° according to the USGS Slab1.0 model. The
resulting solution is similar to the preferred, with the same

Figure 3. W phase inversions for the 11 March 2011
Tohoku earthquake informed by a priori knowledge of the
3D geometry of the Pacific plate beneath Japan, using the
USGS Slab1.0 model [Hayes et al., 2009]. (top) A series of
Wphase inversions for the CMT solution of this earthquake at
fixed locations along the slab interface. The preferred solu-
tion, in maroon, produces the best fit to 200 globally‐
distributed waveforms, and also best recovers the dip of the
slab interface at that location (see Figure 3, bottom). (middle)
The data used to constrain the slab interface in this region.
Yellow CMTs represent gCMT solutions plotted at their
EHB [Engdahl et al., 1998] hypocenters. Grey CMTs and
circles are background seismicity, not used for constraint
because they are too small to have associated gCMT solu-
tions, or because their source mechanism is not subduction‐
thrust‐related. Red diamonds represent interpretations of the
interface from local active seismic data [Miura et al., 2005],
also used to aid geometry constraint. The red square marks
the trench location interpreted from GEBCO 2008 bathym-
etry. The green dashed line represents the Slab1.0 interface.
(bottom) The dips of the individual mechanisms used to
constrain the geometry of the slab interface (gray dots;
yellow CMTs in Figure 3, middle), overlain with the dips of
the fixed‐centroid CMT inversions from Figure 3 (top).
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scalar moment and strike/dip/rake = 195°/12°/84°. We sug-
gest that a reasonable range of solutions resulting from the
moment‐dip tradeoff lead to magnitude estimates of Mw

9.01–9.11, and dips of 8°–13°. As proposed by Hayes et al.
[2011], these estimates verify that the difference between
the USGS W phase and gCMT solutions for this earthquake
can be explained by the moment‐dip tradeoff. Implementa-
tion of the approaches outlined in this paper can help reduce
the moment‐dip tradeoff in CMT inversions for future
earthquakes, and help better‐quantify the true moments and
dips of these events.
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